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is The reason we want contiguity is to make the
likelihood ratios ddopn

n make sense

2 DOM t i i d LAN property log PottlePo
Nc Ih Loh
h'Loh

xn PeturnL LeCam's third lemmott

3
others lol X t h Ioc tz h IolX ht 0C11h42

4 Investigating the asymptotic test with fixed
alternative doesn't make much sense c as n w the test
will alway accept Ho It makes sense when we consider
shrinking alternative Ooth rn



Cramer Rao tower bound

in Information inequality

Varys t Ebiostgi
210 ILO

8 8 X Ico is the information in X iv rut 0

If X Xi then Leo I co

If X Xi Xn then ICO NI LO



Equivariant

The reason we consider equivariant estimator is

that under invariant loss the risk is a constan

which is easier to compare



UMPU test

1 In some cases the constraints are not enough
and hence Ump test doesn't exist To get an

optimal test we need to add more constraints

restricting the class to be smaller Unbiased
SOB are just the constraints added

z one parameter exponential family
Promblem It Hoi O Ell or 0302 us Hi Oi O Oz

Problem 11 Ho O E OE Or us Hi i 0 0 or O Oz

Problem I has UMP test while problem Il
has no Ump test but Umpu test

Problem I maximize Elo 4 sit EtoY E 2 Eazy e 2
Mr

O C01 02 He
ki 0 Kz O

pix 1 when PoliX KiPoCX t Kupa LX
Ocon a QcO O OzElo4 2 Eloi _2 has solution in this case

So Ump test exists



Problem I
c i Try to get Ump test

maximize FLAY set Eto YE 2 Eaf c 2
Oko or O Oz Hr

Kl Rz 30

4 3 1 when Paix KiPo ex t K Posix
Dc01 c 010 LQlOz or

ACO QLO2 Qc01
Eoif 2 Etoile 2 has no solution

So no UMP test available
2 Try to get Umpu test or UMP SOB test

maximize Eloi f sit Eto4 2 Eloi 2
GCO or O Oz In

Hr
this is the difference
Ki Ka can be positive or

negativewhich makes Elo if Eazy _2 solvable
so UMPU test exists in this case



Another approach to see UMP exists for I not It
Forth O Oi the UMP test has form 9cxs Lo

Tccfor the O Oi the Ump test has form pix pL T c
z

o Tec
T c

In problem Il H O c Oc 02

In problem Il H i 0 Oz or Oc01

for 0 Oz Y is best for Oc 0 if is best
but Y and ya are different so no UMP test



Neyman structure

In the high dimensional case we use conditioning
to reduce to the univariate case Since exponential
family has good properties we consider this family and
can derive UMPU test

Use Ho i OE Oo US O Oo as an example

Step 1 derive UMP conditional test
Given T T VIT exploit At 10 and

4 f
U t

site Eoff I 1 4wit U Cct
0 het 2U accts

we want the above to hold for V E i he 13 2
and this is why we need Neyman structure which is
too fi IT 2

Note that UMP conditional test has the following
properties Theorem 12.9 i

b V O Oo Etoy 14 IT _t 3 ftp.y LY T t

on the conditional power function is increasing



3 Eto y Y Eyetooth IT e f is SOB

Step 1 prove y is Ump u

use the relationship between unbiased and SOB
and Neyman structure

T is complete Ss4 is SOB 4 has Neyman structure

y is a valid conditional test

y is Ump conditional test 1 smoothing

3 y is UMP SOB
of

power continuous t y is level 2

y is UMPU



p value
conditionnested

1 If sup Po CX E S2 E 2 for all 0 2 l thenOE o

for all OG o Po c f E U e U for all OEUE 1

There are several things to note

D inff 2 X C So is a statistic

fix X enlarge 2 till Sa contains

musted be nested rejection region

p e u t v u XE Su

Let U u then Po c f e u Epa X Esv
E supPoC XE Su E VOE o

then let U U we have Poc peu E u

z If for some OE o Pol XCSo 2 then forthis 0
Po c f E U U

XE Su FEU Poc peu Poc X CSay U

Pc peu U



General Linear Model

Y Xp t E E N L O 821N

1 Do some transformation to make the analysis easier

a Let f XP f E w CcX of rank r

then Y S t E
cn transform coordinate system Y OZ
then Z OTY OT OTE
Let y OTS then Z N c y 6 In

3 Decide the form of 0
We want the distribution be as simple as possible
and note that 9 is restricted to a rank in space
Let V Vr be the orthogonal basis of W

Vrt n be the remaining to form orthogonal
basis of Rn
Then we have a f s µ compeers

2 Find complete and sufficient statistics
Optimal estimator and tests are usually based on this

r ndensity is aorjEexpf iIEEi2tiETjIi_EIoI.g



1
c z Zr Iz 2 it or Zi 2 r Zi's
is complete and sufficient

in3 Now get UMVUE of af
a EtZi Yi Fi Zi c is a function of T

casts Oy ch Vn Fo Vig
i Vi Zi

in vn IiI Y 0 rgO rjY pY
a a'PY is the UNVUE for a'S

4 Analyze the property of p
in p P p p p is a projection matrix
2 PX X peg G c i X S E w

3 when X is of full rank then p XCX y 1 1
4 Implication of PY c projection

py argmin11Y w112
WE W

Y PY t w

5 By projection we seperate Y into two independew

parts



py I vizi e Y f Y PY Em VitiF I

Also note that Hell Eia Zi
PY has one to one correspondence to a Zi n Zn

c PY H Y PY1123 is complete and sufficient

5 Distribution of
l pY Y N l f 6 In

i Is Nc pls pimp
Pes 9 pp p p
i Nc es o P

Z a Nc a'S a's p a

a p a a'pipa 11pay
i a n Nc a'S 641palp

6 Go back to the original i

XP 9 so xp Is
I argmin HY wit c i pY definition

WEW
i argmpinH Y XpIT is least square estima

2 Get an equation of B based on X and Y



XI PY

px x x'P x x'p x

i x'xp x'y
3 particular case when X is of full rank
x is invertible B X'X x'y is unique

x'x x'f is UMVUE

B Ncp s ex'x

7 Now focus on 62

UM VUE is 5 ntr EI Zi
Y 5112
Fr

criers XI r
6

8 Confidence interval for a

a'E ales
ten r

tales

9 Extend to general case

FLY Xp Corey 6 In



Gauss Markov Theorem A is the best linear

unbiased estimator BLUE for a'S

a a'PY EB S Cove pCovey p
otp

i Ea a'es Van ca f Talpa 511pay

Consider b f E b Y b f a'S
b a 9 0 b ai w

Vari b Y b 6 Lnb 6211by

b Pat c 2 p a b a

C w t w

i 1lbIT 3 11PaIT i Var l a E Vanc b'T



Geometry for parametric models

The goal is to see whether not knowing the nuisance
parameter will influence the estimation

2 the
D l V y q O gc u y V y is nuisance

parameter
Do c Uo yo I Y is the score function for 0

TE I 2 cont is the efficient influence
I too is the information

When y is not known c use 1 to denote 2 Loo

1 1.4 I 1 12
anima

122.5122 Lil Zzz
111.2 In 112122112
Izzy Luz Zz Lc 1212

II 2 f I I Ii 12 iz
Ii I c I 1,2222 1 iz
2mi i t

i E I t I T Linz

i I 2.225 Ii is the efficient score of U

IT is the efficient influence of u



I
Ina is the information of u

I In is the information bound of u

111.2 211 2121221121 E Lil smaller information
when Liz 0 adaptive estimator

3 projection
I I Izz Ii is the projection of 1 on Liz
so I I 212222 Ii is the projection of Li
on the orthocomplement of Eli

2 influence I P 2 i'I Pcyo

ziti is the projection of LT on I

4 Other relationship

I IT I Ii IT t 21252

I Li i Ii 12,2Iz il influence
T T

projection of orthocomplement
IT on til

take variance
2

In I 1 it 251112122.14121 In 1 c information bound



5 For P cryo

efficient score I
efficient influence i Iii Ii
information Ii

information bound i 1 I



Pass the derivative inside integral
Want to have d f pox DX f a Poxso I DX

I
need to have

sup l PothCX Pax
HEEE E T E Kc

uniformly bounded



Wald's theorem

Note that a continuous function has maximum
and minimum inside a compact set

And an upper semicontinuous function on a compact
set will surely achieves its maximum

Examples
a Xi37 1 Cauchy O in Oo a s

2 Uniform o O in Oo aus

we may use Wald's thin when we don't have
close form solution

compactification



Lower bound

If Tn is regular then Varc Tn 3 Iot

If Tn is arbitrary then VareTn 7 Lo t a e 0
but there exists some point 0 VarcTn Lot

In 2018 part 2 problem 4

2 and trigammact are continuous

a e means alwaysi 23 trigammac2

so 2 3 1

trigammac2



Bayes and minimax

consider O and X we know Pocx

i ACO is known

then we can get the Bayes estimator and
check the Bayes risk If it's a constant
then is minimax

2 Aco is not known
i assume the prior is Amice
if rm r and sup co S ro

then 8 is minimax
cii assume the prior is Amco

use data to estimate the hyperparameters
of Amite This is empirical Bayes


